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with specific stellar populations). Because merger counterparts
are predicted to be faint, obtaining a spectroscopic redshift
is challenging (cf. Rowlinson et al. 2010), in which case
spectroscopy of the host galaxy is the most promising means
of obtaining the event redshift.

It is important to distinguish two general strategies for con-
necting EM and GW events. One approach is to search for a
GW signal following an EM trigger, either in real time or at
a post-processing stage (e.g., Finn et al. 1999; Mohanty et al.
2004). This is particularly promising for counterparts predicted
to occur in temporal coincidence with the GW chirp, such as
short-duration gamma-ray bursts (SGRBs). Unfortunately, most
other promising counterparts (none of which have yet been
independently identified) occur hours to months after coales-
cence.6 Thus, the predicted arrival time of the GW signal will
remain uncertain, in which case the additional sensitivity gained
from this information is significantly reduced. For instance, if
the time of merger is known only to within an uncertainty of
∼ hours (weeks), as we will show is the case for optical (radio)
counterparts, then the number of trial GW templates that must
be searched is larger by a factor ∼104–106 than if the merger
time is known to within seconds, as in the case of SGRBs.

A second approach, which is the primary focus of this paper,
is EM follow-up of GW triggers. A potential advantage in this
case is that counterpart searches are restricted to the nearby
universe, as determined by the ALIGO/Virgo sensitivity range
(redshift z ! 0.05–0.1). On the other hand, the large error
regions are a significant challenge, which are estimated to be
tens of square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009; Wen &
Chen 2010; Nissanke et al. 2011). Although it has been argued
that this difficulty may be alleviated if the search is restricted
to galaxies within 200 Mpc (Nuttall & Sutton 2010), we stress
that the number of galaxies with L " 0.1 L∗ (typical of SGRB
host galaxies; Berger 2009, 2011) within an expected GW error
region is ∼400, large enough to negate this advantage for most
search strategies. In principle the number of candidate galaxies
could be reduced if the distance can be constrained from the
GW signal; however, distance estimates for individual events
are rather uncertain, especially at that low of S/Ns that will
characterize most detections (Nissanke et al. 2010). Moreover,
current galaxy catalogs are incomplete within the ALIGO/Virgo
volume, especially at lower luminosities. Finally, some mergers
may also occur outside of their host galaxies (Berger 2010;
Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).

At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
this paper, even the Large Synoptic Survey Telescope (LSST),
with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
expected EM counterparts. Thus, targeted follow-up of GW

6 Predicted EM counterparts that may instead precede the GW signal include
emission powered by the magnetosphere of the NS (e.g., Hansen & Lyutikov
2001; McWilliams & Levin 2011; Lyutikov 2011a, 2011b), or cracking of the
NS crust due to tidal interactions (e.g., Troja et al. 2010; Tsang et al. 2011),
during the final inspiral. However, given the current uncertainties in these
models, we do not discuss them further.
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Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting !1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs ! θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs ! 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)

error regions is required, whether the aim is to detect optical
or radio counterparts. Even with this approach, the follow-
up observations will still require large field-of-view (FOV)
telescopes to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.

Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
medium. In Section 3 we explore the properties of such “or-
phan afterglows” from bursts with jets nearly aligned toward
Earth (optical afterglows; Section 3.1) and for larger viewing
angles (late radio afterglows; Section 3.2). We constrain our
models using the existing observations of SGRB afterglows,
coupled with off-axis afterglow models. We also provide a re-
alistic assessment of the required observing time and achiev-
able depths in the optical and radio bands. In Section 4 we
consider isotropic optical transients powered by the radioac-
tive decay of heavy elements synthesized in the ejecta (referred
to here as “kilonovae,” since their peak luminosities are pre-
dicted to be roughly one thousand times brighter than those
of standard novae). In Section 5 we compare and contrast the
potential counterparts in the context of our four Cardinal Virtues.
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Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).

At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
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with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
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Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting !1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs ! θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs ! 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)
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of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.

Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
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dense part is:

rc(r,q) = r0r
�2(

1
4
+ sin

3q) , (11)

where r0 is the normalization which is chosen for a total ejecta
mass Mc = 0.1M�. The velocity profile of the core is

vc(r) = vc,max

r

rc

, (12)

where vc,max = 0.2c is the maximal velocity of the core. The fast
tail density profile has a very steep power-law in v between vc,max

and ve j,max and its normalisation is chosen so its total mass is Me.
Where needed we add an exponential (in density) transition layer
between the core and the tail in order to have a continuous density
profile. The jet is injected into the ejecta with a delay of 0.8s for
a total working time of 1s and a total luminosity of L j = 2.6⇥
1051 erg s�1. The jet is injected with a specific enthalpy of 20 at an
opening angle of 0.7rad from a nozzle at the base of the grid with
a size of 108 cm.

We improve the resolution of the simulation in Kasliwal et al.
(2017) as follows. In the r-axis we use 3 patches, the innermost one
in the r-axis resolves the jet’s nozzle with 20 uniform cells from
r = 0 to r = 2⇥ 108 cm. The next patch stretches logarithmically
from r = 2⇥108 cm to r = 2⇥1010 cm with 800 cells, and the last
patch has 1200 uniform cells to r = 1.2⇥ 1012 cm. In the z-axis
we employ two uniform patches, one from zbeg = 4.5⇥ 108 cm to
z = 2⇥1010 cm with 800 cells, and the second to z = 1.2⇥1012 cm
with 1200 cells. In total the grid contains 2020⇥ 2000 cells, and
the simulation lasts 40 seconds.

5.1 Hydrodynamics

At t = 0.8s a jet is launched into the expanding ejecta, the jet is
wide and covering a solid angle of about 25% of the entire sphere.
A large fraction of the shocked material accumulates on top of the
jet head and cannot be evacuated as it is not in a causal contact
with the jet outer envelope (see top panel in figure 1). The wide jet
is not collimated, propagating roughly conically inside the core as
it shocks a significant fraction of it. After a total working time of 1s
the engine is turned off and within 0.5s the jet is choked just before
it emerges from the core ejecta depositing all the jet’s energy into
the cocoon. The cocoon then breaks out of the core into the low-
mass tail. No emission is released yet to the observer because to
the high optical depth of the tail, but due to its low density the
cocoon expands sideways and accelerate into the tail, in a way that
is almost similar to expansion in a vacuum. First light is emitted
upon the breakout of the cocoon from the fast ejecta tail (see bottom
panel in figure 1). In the specific simulation depicted in figure 1 the
shock breakout at q = 0.7 takes place at t = 6.2s at a radius of
1.3⇥ 1011 cm , corresponds to an observer time of ⇠ 1.8s after
the merger. At this point the shock is quasi-spherical and normal
to the surface, crossing most angles at similar times, leaving only
a fraction of unshocked ejecta around the equator. The velocity of
the gas right behind the shock upon breakout is G ⇡ 2.0, but soon
after the breakout it accelerates to G ⇡ 3.5.

5.2 g-rays

Turning now to our main results we consider the g-ray emission
of the cocoon’s shock breakout. As mentioned earlier this emis-
sion depends on all the parameters including those of the faster tail
that surround the main ejecta. We kept the jet and core parameters

Figure 1. Maps of the logarithmic energy density excluding the rest-mass
energy (left) in c.g.s units and logarithmic four velocity (right). The up-
per figure is taken before the breakout of the forward shock from the core
ejecta. Although the forward shock will break out, the jet material behind
the reverse shock will remain trapped inside and will be choked with the
termination of the engine. The lower figure is taken when the shock breaks
out of the tail at q = 0.7rad at t = 6.2s and r = 1.3⇥ 1011 cm. The shock
has a quasi-spherical shape, reaching most of the ejecta. (An animation is
available in the online journal.)

constant and checked the effect of the tail by considering several
configurations (without doing an exhaustive parameter phase space
search). We examined tail parameters in the following ranges: the
density power-law �(5�15), total mass (10�4�5⇥10�2)M� and
maximal velocity (0.5�0.85)c.

The outcome depends only on the parameters near the shock
upon breakout, which are determined by these initial conditions.
The light curves we obtained showed a large range of observed val-
ues, yet almost all light curves showed the expected common fea-
tures of low-luminosity (compared to the total ejecta energy), low
variability and hard to soft evolution. For the range of parameters
we considered we find a large variation in the luminosity, where
the peak luminosity varies between 1046 erg s�1 and 1049 erg s�1.
Most simulations have shown hard to soft evolution with two spec-
tral components. The ratio between the peaks of the two component
is typically a few and varies between simulations by about an order
of magnitude. The peak energy of the hard component is typically
a few hundred keV, but in extreme cases it exceeds 1MeV. The soft
component is typically lower than 100 keV but it may go under 1
keV in extreme cases. Smaller variations are seen in the duration
and the delay, where the observed duration varies between 0.5 s
and 4 s and the delay with respect to the merger between 1.5 and
4 s. The shape of the light curve also varies. Most have a fast rise

MNRAS 000, 1–13 (2017)

Gottlieb+ 2018
MNRAS, 479, 588



P. Evans – First ACME workshop – Toulouse: 9/04/2025

What are we looking for?

3

Binary Neutron Star mergers.
Jets (short? GRBs)

Off-axis?
Kilonova.

What colour?

6

Red KN + lbGRB Faint red KN +
sbGRB or faint lbGRB?

1.2≲"≲3 3≲"	 "≲1.2
&!"!≳&!#$%&# 2.7	&⊙≲&!"!≲&!#$%&#&!"!≳&!#$%&# &!"!≲2.7	&⊙

Red KN + lbGRB Blue KN + sbGRB?

Short-lived 
HMNS

Figure 1. How the outcomes of compact binary mergers connect to their GRB and KN properties. From left to right: massive binary systems
with Mtot ↭ Mthresh promptly collapse into BHs, powering a relatively red KN. If the binary mass ratio is moderate (1.2 ↫ q ↫ 3), a substantial
accretion disk forms around the BH, producing an lbGRB and bright KN emission. In contrast, mergers with near-equal mass NSs or a BH–
NS system with a high mass ratio will result in a smaller disk and a fainter KN signal. If ! remains consistent across mergers with varying
disk masses, the GRB power will be similar to lbGRBs, implying an sbGRB for less massive disks. If ω remains constant across different
disk masses, as seen in simulations (Izquierdo et al., in prep.), these mergers yield a fainter lbGRB. When Mtot ↫ Mthresh, the remnant is an
HMNS. A short-lived HMNS (Mtot ↭ 2.7 M→) will collapse into a BH with a massive disk, resulting in GRB and KN signals similar to the
leftmost scenario. However, a less massive HMNS that survives for ↑ 1 s (rightmost scenario) may power an sbGRB accompanied by purple
KN emission.

In such cases, neutrino irradiation from the HMNS may dom-
inate the blue component, with the Ye increasing with tHMNS.

If sbGRBs are powered by BHs with less massive disks,
the KN may receive a significant contribution from the dy-
namical ejecta, as discussed in §3.1. The composition of the
dynamical ejecta is split between red tidal tail ejecta and blue
shock-heated ejecta, which depends strongly on the equa-
tion of state (e.g., Sekiguchi et al. 2015, 2016; Radice et al.
2018a). As a result, the KN in this case could be either bluer
or redder than those associated with lbGRBs. However, as
argued in §3.1, such low-mass disks are not expected to pro-
duce a KN luminous enough for detection.

Long-lived HMNSs irradiate the disk with neutrinos,
which acts to increase the electron fraction of the disk out-
flows (e.g., Metzger et al. 2009; Darbha et al. 2010; Metzger
& Fernández 2014; Nedora et al. 2021; Radice & Bernuzzi

2024). If sbGRBs are powered by HMNSs, their character-
istic duration, T90 ↓ 0.8 s (e.g., Tarnopolski 2016), suggests
tHMNS ↑ 1 s. Such long-lived HMNSs would persist through-
out most of the disk wind ejection, maintaining a high elec-
tron fraction of Ye ↭ 0.3 due to strong neutrino irradiation,
especially along the poles (e.g., Metzger & Fernández 2014;
Perego et al. 2014; Lippuner et al. 2017; Fujibayashi et al.
2018), most relevant to KNe associated with GRB-producing
face-on mergers. However, regardless of the central engine’s
fate, the late-time ejecta from the disk is expected to possess
a similar electron fraction, Ye ↑ 0.3, due to the weak freeze-
out that occurs as the disk viscously spreads, the temperature
drops, and free particles combine into alpha-particles (e.g.,
Lee et al. 2009; Metzger et al. 2009; Fernández & Metzger
2013; Shibata et al. 2021a,b; Fahlman & Fernández 2022;
Kawaguchi et al. 2024).

Gottlieb+ 2024
arXiv: 2411.13657
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the nebula (equation 16) and that through the ejecta (equation 4)
(Appendix A):

χ ≡
tn
d,0

t
ej
d,0

" 2.7B
−2/3
15 M

−1/2
−2 β5/6 ≈ 2.7B

−2/3
15 M

−11/12
−2 , (35)

where in the second equality we have used the approximate rela-
tionship between ejecta velocity and mass, β " 1.0M

−1/2
−2 . When

χ > 1, then X-rays require longer to diffuse across the nebula than
it takes for photons to diffuse out of the ejecta around the time of
peak emission. In this case, X-ray photons produced by the pulsar
wind lose a portion of their energy to PdV expansion before they can
cross the nebula to have their energy absorbed by the ejecta walls
(see Figs A1 and A3). In Appendix A, we show that this effect alone
suppresses the peak luminosity by a factor χ−3/2 even if there was
100 per cent efficient absorption by the ejecta walls (albedo = 0).

Fig. 3 shows the evolution of the thickness of ionization fronts of
various ionization states of iron #i as a fraction of the thickness of
the ejecta #sh, for the same model shown in Fig. 2. The front com-
prised of Fe1+ reaches the ejecta surface first on a time-scale !1 h,
after which time UV photons (8–31 eV) are free to escape the neb-
ula through the ejecta without being absorbed. Fronts associated
with sequentially higher ionization states (Fe3+–Fe25+) reach the
ejecta surface over the next few hours, after which time X-rays are
also free to escape the ejecta. As described previously, complete
ionization at times % t

ej
d,0 cannot actually occur because ionizing

photons propagate through the ejecta at a rate that is ultimately lim-
ited by the electron scattering diffusion time-scale, which is much
longer than the evolution time when t % t

ej
d,0. Our model, which

assumes a steady-state ionization structure, does not capture this
effect. The ionization break-out that we find occurs at times "t

ej
d,0

should instead be interpreted as indicating that complete ionization,
and hence the onset of non-thermal radiation, will occur on a time-

Figure 3. Thickness of the ionized layer #i relative to the total width of
the ejecta #sh (Section 4.3) for those ions that dominate the ionization
front in a given photon energy range, for the same calculation shown in
Fig. 2. Different ionization states of iron are denoted by different colours
as indicated. Ionization break-out (#i/#sh = 1) occurs first at UV energies
and later at soft X-ray energies. Since physically the ionization front cannot
propagate through the ejecta on a time-scale shorter than t

ej
d,0 (vertical dashed

line), our calculation actually underestimates the time-scale for the onset of
the UV/X-ray emission from the nebula, which will instead begin at times
t ! t

ej
d,0. As described in the text, in such cases we artificially delay full

ionization until t ∼ t
ej
d,0, after which time we are confident that the ionizing

photon flux has had sufficient time to reach the ejecta surface.

Figure 4. Thermal optical/UV (solid) and non-thermal X-ray (dashed) lu-
minosity as a function of time, for different models as labelled with different
colours. X-ray emission is only observable for those systems for which the
nebular X-ray luminosity is sufficient to ionize the ejecta. This condition is
satisfied by the Bd = 1014 and 1015 G models with Mej = 10−2 M' but not
by the other two models.

scale t
ej
d,0 ∼ 14 h. The X-ray emission peaks around this time at a

luminosity LX,peak ∼ 3 × 1044 erg s−1.
To better explore the range of possible signatures, we perform

a range of calculations similar to those shown in Figs 2 and 3 by
varying the magnetic field strength Bd and ejecta mass Mej across
the range of physical values. Fig. 4 shows our results for the thermal
optical/UV and non-thermal X-ray light curves (1–10 keV). Across
this relatively wide parameter space, the thermal luminosity peaks
at ∼1043–1044 erg s−1 on a time-scale of several hours to days.
In the cases of a relatively weak magnetic field B = 1014–1015 G
and relatively low ejecta mass Mej = 10−2 M', the ejecta is fully
ionized by nebular photons, allowing non-thermal emission to be
observed at times t ! t

ej
d,0. When present, the resulting X-ray lu-

minous is comparable to, or moderately greater than, the thermal
luminosity. For a particularly strong magnetic field of B = 1016 G
or a high ejecta mass Mej = 0.1 M', the ejecta is not fully ionized
on time-scales of interest. Since in this case the non-thermal X-
rays remain trapped behind the neutral ejecta, no X-ray emission is
observable. For the reader interested in additional details, analytic
estimates of the optical and X-ray light curves are presented under
idealized assumptions in Appendix A, while an analytic estimate of
the conditions required for ejecta ionization is given in Appendix B.

Fig. 5 shows the peak thermal and X-ray luminosities, calculated
from a continuous series of models with 1014 ≤ Bd ≤ 1016 G and
for two values of the ejecta mass, Mej = 10−2 (blue) and 10−1 M'
(red). The peak optical luminosity is smaller for larger values of Bd

due primarily to the lower spin-down luminosity at times t * tsd,
resulting in most of the rotational energy of the pulsar being lost to
PdV work. The peak X-ray luminosity also decreases for larger Bd

(equation A13) and in fact drops to zero above a critical magnetic
field strength, which is approximately Bd ∼ 1014(2 × 1015) G for
the Mej = 10−1(10−2) M' cases, respectively. As discussed above,
this X-ray shut-off occurs once the nebular X-ray luminosity is
insufficient to ionize the ejecta on time-scales of interest (near the
optical peak). In Appendix B, we derive a simple analytic estimate
of the conditions required for complete ionization of the ejecta, from
which we show that the time of ionization is a strongly increasing
function of Bd and Mej (equation B10).

MNRAS 439, 3916–3930 (2014)
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Magnetar spin-down.

NH-BH mergers
Maybe a GRB / KN.

BBH mergers

🤷
Metzger & Piro, 2014

MNRAS, 439, 3916
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the nebula (equation 16) and that through the ejecta (equation 4)
(Appendix A):

χ ≡
tn
d,0

t
ej
d,0

" 2.7B
−2/3
15 M

−1/2
−2 β5/6 ≈ 2.7B

−2/3
15 M

−11/12
−2 , (35)

where in the second equality we have used the approximate rela-
tionship between ejecta velocity and mass, β " 1.0M

−1/2
−2 . When

χ > 1, then X-rays require longer to diffuse across the nebula than
it takes for photons to diffuse out of the ejecta around the time of
peak emission. In this case, X-ray photons produced by the pulsar
wind lose a portion of their energy to PdV expansion before they can
cross the nebula to have their energy absorbed by the ejecta walls
(see Figs A1 and A3). In Appendix A, we show that this effect alone
suppresses the peak luminosity by a factor χ−3/2 even if there was
100 per cent efficient absorption by the ejecta walls (albedo = 0).

Fig. 3 shows the evolution of the thickness of ionization fronts of
various ionization states of iron #i as a fraction of the thickness of
the ejecta #sh, for the same model shown in Fig. 2. The front com-
prised of Fe1+ reaches the ejecta surface first on a time-scale !1 h,
after which time UV photons (8–31 eV) are free to escape the neb-
ula through the ejecta without being absorbed. Fronts associated
with sequentially higher ionization states (Fe3+–Fe25+) reach the
ejecta surface over the next few hours, after which time X-rays are
also free to escape the ejecta. As described previously, complete
ionization at times % t

ej
d,0 cannot actually occur because ionizing

photons propagate through the ejecta at a rate that is ultimately lim-
ited by the electron scattering diffusion time-scale, which is much
longer than the evolution time when t % t

ej
d,0. Our model, which

assumes a steady-state ionization structure, does not capture this
effect. The ionization break-out that we find occurs at times "t

ej
d,0

should instead be interpreted as indicating that complete ionization,
and hence the onset of non-thermal radiation, will occur on a time-

Figure 3. Thickness of the ionized layer #i relative to the total width of
the ejecta #sh (Section 4.3) for those ions that dominate the ionization
front in a given photon energy range, for the same calculation shown in
Fig. 2. Different ionization states of iron are denoted by different colours
as indicated. Ionization break-out (#i/#sh = 1) occurs first at UV energies
and later at soft X-ray energies. Since physically the ionization front cannot
propagate through the ejecta on a time-scale shorter than t

ej
d,0 (vertical dashed

line), our calculation actually underestimates the time-scale for the onset of
the UV/X-ray emission from the nebula, which will instead begin at times
t ! t

ej
d,0. As described in the text, in such cases we artificially delay full

ionization until t ∼ t
ej
d,0, after which time we are confident that the ionizing

photon flux has had sufficient time to reach the ejecta surface.

Figure 4. Thermal optical/UV (solid) and non-thermal X-ray (dashed) lu-
minosity as a function of time, for different models as labelled with different
colours. X-ray emission is only observable for those systems for which the
nebular X-ray luminosity is sufficient to ionize the ejecta. This condition is
satisfied by the Bd = 1014 and 1015 G models with Mej = 10−2 M' but not
by the other two models.

scale t
ej
d,0 ∼ 14 h. The X-ray emission peaks around this time at a

luminosity LX,peak ∼ 3 × 1044 erg s−1.
To better explore the range of possible signatures, we perform

a range of calculations similar to those shown in Figs 2 and 3 by
varying the magnetic field strength Bd and ejecta mass Mej across
the range of physical values. Fig. 4 shows our results for the thermal
optical/UV and non-thermal X-ray light curves (1–10 keV). Across
this relatively wide parameter space, the thermal luminosity peaks
at ∼1043–1044 erg s−1 on a time-scale of several hours to days.
In the cases of a relatively weak magnetic field B = 1014–1015 G
and relatively low ejecta mass Mej = 10−2 M', the ejecta is fully
ionized by nebular photons, allowing non-thermal emission to be
observed at times t ! t

ej
d,0. When present, the resulting X-ray lu-

minous is comparable to, or moderately greater than, the thermal
luminosity. For a particularly strong magnetic field of B = 1016 G
or a high ejecta mass Mej = 0.1 M', the ejecta is not fully ionized
on time-scales of interest. Since in this case the non-thermal X-
rays remain trapped behind the neutral ejecta, no X-ray emission is
observable. For the reader interested in additional details, analytic
estimates of the optical and X-ray light curves are presented under
idealized assumptions in Appendix A, while an analytic estimate of
the conditions required for ejecta ionization is given in Appendix B.

Fig. 5 shows the peak thermal and X-ray luminosities, calculated
from a continuous series of models with 1014 ≤ Bd ≤ 1016 G and
for two values of the ejecta mass, Mej = 10−2 (blue) and 10−1 M'
(red). The peak optical luminosity is smaller for larger values of Bd

due primarily to the lower spin-down luminosity at times t * tsd,
resulting in most of the rotational energy of the pulsar being lost to
PdV work. The peak X-ray luminosity also decreases for larger Bd

(equation A13) and in fact drops to zero above a critical magnetic
field strength, which is approximately Bd ∼ 1014(2 × 1015) G for
the Mej = 10−1(10−2) M' cases, respectively. As discussed above,
this X-ray shut-off occurs once the nebular X-ray luminosity is
insufficient to ionize the ejecta on time-scales of interest (near the
optical peak). In Appendix B, we derive a simple analytic estimate
of the conditions required for complete ionization of the ejecta, from
which we show that the time of ionization is a strongly increasing
function of Bd and Mej (equation B10).

MNRAS 439, 3916–3930 (2014)
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And how do you search?

8

GW are hard to localise!
But we can optimise…
Gehrels: 50% of galaxy luminosity 
(hence mass) is in ≪50% of 
galaxies.

Target bright galaxies.

MWE=Milky Way equivalent galaxy. For a 1= - , half of
the luminosity density is contributed by galaxies with x1 2>
0.693. For the power law of interest in this study, a 1.07= - ,
the cutoff lies at x 0.6261 2 > , or M 19.97B 1 2 = - . This
corresponds to ∼0.66 of the Milky Way luminosity. To arrive
at this x1 2 value we used the fact that x e dx

x
a x1

1
ò =

¥ + -

1.04559 for x 01 = and a 1.07= - , and half this value
1.04559 2 is achieved for x 0.6261 = .

Figure 1 presents sky maps of the CLU catalog, showing all the
galaxies, and also those for which x 1> , where x L LB B*= .
The dark strips evident in the top panel indicate individual deep
surveys which make up the CLU. Restricting the sample to

Figure 2. A comparison of the completeness measures of the CLU catalog (black) with GWGC (blue) and the 2MASS redshift survey (green) is given by showing
differential frequency histogram distributions for 12 distance slices (solid) vs. x L L*= , using bins of width 0.1 dex in x. For CLU and GWGC x L LB B*= , whereas
for 2MASS x L LK K*= . Shown also is the Schechter function x e Vdxa x*f D- (dotted), where the volume element VD is that for the given distance slice. For the
2MASS data, which are in the K-band, 0.9a = - and x 0.7901 2 = . The vertical line segments in each panel indicate x x1 2= .

4

The Astrophysical Journal, 820:136 (9pp), 2016 April 1 Gehrels et al.

Gehrels+ 2016
ApJ, 820, 136
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GW are hard to localise!
But we can optimise…
Gehrels+: 50% of galaxy luminosity 
(hence mass) is in ≪50% of 
galaxies.

Target bright galaxies.
Evans+: calculate probability per 
galaxy.

MWE=Milky Way equivalent galaxy. For a 1= - , half of
the luminosity density is contributed by galaxies with x1 2>
0.693. For the power law of interest in this study, a 1.07= - ,
the cutoff lies at x 0.6261 2 > , or M 19.97B 1 2 = - . This
corresponds to ∼0.66 of the Milky Way luminosity. To arrive
at this x1 2 value we used the fact that x e dx
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Figure 1 presents sky maps of the CLU catalog, showing all the
galaxies, and also those for which x 1> , where x L LB B*= .
The dark strips evident in the top panel indicate individual deep
surveys which make up the CLU. Restricting the sample to

Figure 2. A comparison of the completeness measures of the CLU catalog (black) with GWGC (blue) and the 2MASS redshift survey (green) is given by showing
differential frequency histogram distributions for 12 distance slices (solid) vs. x L L*= , using bins of width 0.1 dex in x. For CLU and GWGC x L LB B*= , whereas
for 2MASS x L LK K*= . Shown also is the Schechter function x e Vdxa x*f D- (dotted), where the volume element VD is that for the given distance slice. For the
2MASS data, which are in the K-band, 0.9a = - and x 0.7901 2 = . The vertical line segments in each panel indicate x x1 2= .
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XRT/UVOT follow-up

MAX FAR MAX DISTANCE MAX 90% AREA
P_disrupt =0 1/10 yr / 30 deg2

P_disrupt <0.5 1/90 days 150 Mpc 300 deg2

P_disrupt >0.5 1/90 days 400 Mpc 300 deg2

Bursts 1/yr / /
Sub-Solar Mass 1/2yr 400 Mpc 300 deg2

• The ordering and selection of fields is done performing 
a convolution of the GW sky map with galaxy catalogs

• Preference given to the fields with more luminous 
galaxies

• For potentially bright GW sources, exposure optimized 
to maximize detection chance for Kilonova  
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catalogued galaxy is randomly selected to be the host weighted by 
the K band luminosity as a proxy for the galaxies’ stellar masses. We 
also require the host to be at an appropriate distance and a similar 
declination to the original position of the trigger. The original skymap 
is then shifted across the sky to match the trigger’s new location (as 
the real position of the source is known relative to the skymap). By 
maintaining a similar declination, we minimise the effect of the shift 
on the GW localisation due to the locations of the GW detectors. 
This means we ef fecti vely only change the (fictional) time that a 
given trigger was detected which has no impact on the follow-up 
strate gy. F or sources that were not selected to be in a host galaxy, 
their position and associated skymap were left unchanged from the 
original simulation. 
2.3 Simulated follow-up 
Having derived a trigger, we also model Swift’s planned response. 
This is again detailed in Paper II and its corresponding erratum 
(Evans et al. 2019 ), and we give an overview of it here. We note that 
this response is modelled as if it were a real trigger e.g. we do not 
know if the trigger is in a known host galaxy. 

The GW skymaps are given in HEALPIX format and each individual 
pixel, p, in the skymap has a probability of the trigger occurring 
within it, P GW ,p . Because a given trigger will be associated with a host 
galaxy this skymap can be convolved with a galaxy catalogue to more 
accurately capture the relative probability of each pixel. Ho we ver, 
this means the completeness of the chosen galaxy catalogue also has 
a significant effect on the follow-up strategy as the trigger could be 
in an uncatalogued or a catalogued galaxy. 5 This means the ef fecti ve 
probability for a given pixel is 
P GW ,p = P nogal ,p + P gal ,p , (4) 
where P nogal ,p and P gal ,p are the probabilities of the event occurring 
in an uncatalogued and a catalogued galaxy within p, respectively. 

Each pixel in the skymap has its own probability distribution of the 
distance to the trigger, D. Consequently, the completeness of each 
pixel is 
C p = ∫ P p ( D ) C( D )d D ∫ 

P p ( D)d D , (5) 
where P p ( D) is the probability distribution of distance in p. The 
probability of the GW event occurring in an uncatalogued galaxy 
within a pixel is therefore simply 
P nogal ,p = P GW ,p (1 − C p ) . (6) 
The probability of the trigger occurring in a catalogued galaxy in 
pixel p is slightly more complex. Essentially, P gal ,p is the probability 
of the pixel in the skymap multiplied by the fraction of total galaxy 
luminosity within the volume defined by the pixel and its distance 
distribution. It is given by 
P gal ,p = P GW ,p C p N ∑ 

g 
(

P( g| P p ( D)) L g 
L tot 

)
, (7) 

distances involved, this offset is relatively insignificant and can therefore be 
neglected in our analysis. 
5 There is also a possibility of chance alignment between a galaxy and the 
trigger. Ho we ver, the chance is extremely low, particularly due to the fact that 
the distance is also constrained, and thus this effect is likely to be negligible 
and therefore ignored in our analysis. 

Figure 3. The cumulative distribution of simulated triggers against the field 
in which the source is contained. 
where the sum is o v er all galaxies in the pixel, L g is the luminosity 
of the galaxy divided by the number of pixels it co v ers, N is 
a normalization factor such that ∑ 

p P gal ,p = C, and L tot is the 
total catalogued galaxy luminosity within the volume defined by 
the skymap and distance distribution. This means that ∑ 

g L g 
L tot is 

ef fecti vely the relative probability of the galaxies in a specific pixel 
compared to any other pixel’s galaxies. N and L tot are given by 
N = ∑ 

p P GW ,p C p 
∑ 

p (P GW ,p C p ∑ 
g (P( g | P p ( D )) L g 

L tot )) (8) 
and 
L tot = ∑ 

p 
∑ 

g P( g | P p ( D )) L g , (9) 
where P( g | P p ( D )) = ∫ P p ( D ) P g ( D )d D is the probability that a 
given galaxy g resides at an appropriate distance and P g ( D) is the 
probability distribution of g’s distance. Because 2MPZ does not 
include errors on its redshifts, we assumed these distributions to 
be Gaussians. For sources with photometric redshifts, the error was 
taken from equation ( 3 ) while for spectroscopic redshifts, the peculiar 
velocity was assumed to be the dominant source of error. Assuming 
a characteristic velocity of 500 km s −1 gives a σ of 500 /H 0 = 7 . 4 
Mpc (where H 0 = 70 km s −1 Mpc −1 has been assumed) to assign to 
the Gaussian. 

The convolution of the skymap and 2MPZ results in a new 
probability map. Following Paper I , this map can be divided into 
fields, containing a large number of pixels from the convolved map, 
that Swift would observe in probability order. We can then model 
Swift ’s progress o v er these fields to determine the time at which it will 
reach the field containing the trigger’s position, t reach . We simulate 
only to the 6000th field – if Swift has not yet reached the transient, 
it can safely be assumed it would not be disco v ered as this will be 
several days after the trigger and any transient fades very rapidly. In 
Fig. 3 , we plot the distribution of the field which contains the source 
finding that 33.2 per cent of triggers lie within the first 1000 fields 
while 50.5 per cent of triggers are reached within the full 6000 fields 
simulated. This is somewhat lower than expected as in theory we 
use the same parameters to order galaxies when both seeding and 
searching. Ho we ver, to ensure the skymaps are realistic relative to 
the positions of the LVK detectors, the seed galaxy is on roughly the 
same declination as the trigger in the original sky map. This means 
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catalogued galaxy is randomly selected to be the host weighted by 
the K band luminosity as a proxy for the galaxies’ stellar masses. We 
also require the host to be at an appropriate distance and a similar 
declination to the original position of the trigger. The original skymap 
is then shifted across the sky to match the trigger’s new location (as 
the real position of the source is known relative to the skymap). By 
maintaining a similar declination, we minimise the effect of the shift 
on the GW localisation due to the locations of the GW detectors. 
This means we ef fecti vely only change the (fictional) time that a 
given trigger was detected which has no impact on the follow-up 
strate gy. F or sources that were not selected to be in a host galaxy, 
their position and associated skymap were left unchanged from the 
original simulation. 
2.3 Simulated follow-up 
Having derived a trigger, we also model Swift’s planned response. 
This is again detailed in Paper II and its corresponding erratum 
(Evans et al. 2019 ), and we give an overview of it here. We note that 
this response is modelled as if it were a real trigger e.g. we do not 
know if the trigger is in a known host galaxy. 

The GW skymaps are given in HEALPIX format and each individual 
pixel, p, in the skymap has a probability of the trigger occurring 
within it, P GW ,p . Because a given trigger will be associated with a host 
galaxy this skymap can be convolved with a galaxy catalogue to more 
accurately capture the relative probability of each pixel. Ho we ver, 
this means the completeness of the chosen galaxy catalogue also has 
a significant effect on the follow-up strategy as the trigger could be 
in an uncatalogued or a catalogued galaxy. 5 This means the ef fecti ve 
probability for a given pixel is 
P GW ,p = P nogal ,p + P gal ,p , (4) 
where P nogal ,p and P gal ,p are the probabilities of the event occurring 
in an uncatalogued and a catalogued galaxy within p, respectively. 

Each pixel in the skymap has its own probability distribution of the 
distance to the trigger, D. Consequently, the completeness of each 
pixel is 
C p = ∫ P p ( D ) C( D )d D ∫ 

P p ( D)d D , (5) 
where P p ( D) is the probability distribution of distance in p. The 
probability of the GW event occurring in an uncatalogued galaxy 
within a pixel is therefore simply 
P nogal ,p = P GW ,p (1 − C p ) . (6) 
The probability of the trigger occurring in a catalogued galaxy in 
pixel p is slightly more complex. Essentially, P gal ,p is the probability 
of the pixel in the skymap multiplied by the fraction of total galaxy 
luminosity within the volume defined by the pixel and its distance 
distribution. It is given by 
P gal ,p = P GW ,p C p N ∑ 

g 
(

P( g| P p ( D)) L g 
L tot 

)
, (7) 

distances involved, this offset is relatively insignificant and can therefore be 
neglected in our analysis. 
5 There is also a possibility of chance alignment between a galaxy and the 
trigger. Ho we ver, the chance is extremely low, particularly due to the fact that 
the distance is also constrained, and thus this effect is likely to be negligible 
and therefore ignored in our analysis. 

Figure 3. The cumulative distribution of simulated triggers against the field 
in which the source is contained. 
where the sum is o v er all galaxies in the pixel, L g is the luminosity 
of the galaxy divided by the number of pixels it co v ers, N is 
a normalization factor such that ∑ 

p P gal ,p = C, and L tot is the 
total catalogued galaxy luminosity within the volume defined by 
the skymap and distance distribution. This means that ∑ 

g L g 
L tot is 

ef fecti vely the relative probability of the galaxies in a specific pixel 
compared to any other pixel’s galaxies. N and L tot are given by 
N = ∑ 

p P GW ,p C p 
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p (P GW ,p C p ∑ 
g (P( g | P p ( D )) L g 

L tot )) (8) 
and 
L tot = ∑ 

p 
∑ 

g P( g | P p ( D )) L g , (9) 
where P( g | P p ( D )) = ∫ P p ( D ) P g ( D )d D is the probability that a 
given galaxy g resides at an appropriate distance and P g ( D) is the 
probability distribution of g’s distance. Because 2MPZ does not 
include errors on its redshifts, we assumed these distributions to 
be Gaussians. For sources with photometric redshifts, the error was 
taken from equation ( 3 ) while for spectroscopic redshifts, the peculiar 
velocity was assumed to be the dominant source of error. Assuming 
a characteristic velocity of 500 km s −1 gives a σ of 500 /H 0 = 7 . 4 
Mpc (where H 0 = 70 km s −1 Mpc −1 has been assumed) to assign to 
the Gaussian. 

The convolution of the skymap and 2MPZ results in a new 
probability map. Following Paper I , this map can be divided into 
fields, containing a large number of pixels from the convolved map, 
that Swift would observe in probability order. We can then model 
Swift ’s progress o v er these fields to determine the time at which it will 
reach the field containing the trigger’s position, t reach . We simulate 
only to the 6000th field – if Swift has not yet reached the transient, 
it can safely be assumed it would not be disco v ered as this will be 
several days after the trigger and any transient fades very rapidly. In 
Fig. 3 , we plot the distribution of the field which contains the source 
finding that 33.2 per cent of triggers lie within the first 1000 fields 
while 50.5 per cent of triggers are reached within the full 6000 fields 
simulated. This is somewhat lower than expected as in theory we 
use the same parameters to order galaxies when both seeding and 
searching. Ho we ver, to ensure the skymaps are realistic relative to 
the positions of the LVK detectors, the seed galaxy is on roughly the 
same declination as the trigger in the original sky map. This means 
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But we can optimise…
Gehrels+: 50% of galaxy luminosity 
(hence mass) is in ≪50% of 
galaxies.

Target bright galaxies.
Evans+: calculate probability per 
galaxy.
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XRT/UVOT follow-up
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• The ordering and selection of fields is done performing 
a convolution of the GW sky map with galaxy catalogs

• Preference given to the fields with more luminous 
galaxies

• For potentially bright GW sources, exposure optimized 
to maximize detection chance for Kilonova  
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catalogued galaxy is randomly selected to be the host weighted by 
the K band luminosity as a proxy for the galaxies’ stellar masses. We 
also require the host to be at an appropriate distance and a similar 
declination to the original position of the trigger. The original skymap 
is then shifted across the sky to match the trigger’s new location (as 
the real position of the source is known relative to the skymap). By 
maintaining a similar declination, we minimise the effect of the shift 
on the GW localisation due to the locations of the GW detectors. 
This means we ef fecti vely only change the (fictional) time that a 
given trigger was detected which has no impact on the follow-up 
strate gy. F or sources that were not selected to be in a host galaxy, 
their position and associated skymap were left unchanged from the 
original simulation. 
2.3 Simulated follow-up 
Having derived a trigger, we also model Swift’s planned response. 
This is again detailed in Paper II and its corresponding erratum 
(Evans et al. 2019 ), and we give an overview of it here. We note that 
this response is modelled as if it were a real trigger e.g. we do not 
know if the trigger is in a known host galaxy. 

The GW skymaps are given in HEALPIX format and each individual 
pixel, p, in the skymap has a probability of the trigger occurring 
within it, P GW ,p . Because a given trigger will be associated with a host 
galaxy this skymap can be convolved with a galaxy catalogue to more 
accurately capture the relative probability of each pixel. Ho we ver, 
this means the completeness of the chosen galaxy catalogue also has 
a significant effect on the follow-up strategy as the trigger could be 
in an uncatalogued or a catalogued galaxy. 5 This means the ef fecti ve 
probability for a given pixel is 
P GW ,p = P nogal ,p + P gal ,p , (4) 
where P nogal ,p and P gal ,p are the probabilities of the event occurring 
in an uncatalogued and a catalogued galaxy within p, respectively. 

Each pixel in the skymap has its own probability distribution of the 
distance to the trigger, D. Consequently, the completeness of each 
pixel is 
C p = ∫ P p ( D ) C( D )d D ∫ 

P p ( D)d D , (5) 
where P p ( D) is the probability distribution of distance in p. The 
probability of the GW event occurring in an uncatalogued galaxy 
within a pixel is therefore simply 
P nogal ,p = P GW ,p (1 − C p ) . (6) 
The probability of the trigger occurring in a catalogued galaxy in 
pixel p is slightly more complex. Essentially, P gal ,p is the probability 
of the pixel in the skymap multiplied by the fraction of total galaxy 
luminosity within the volume defined by the pixel and its distance 
distribution. It is given by 
P gal ,p = P GW ,p C p N ∑ 

g 
(

P( g| P p ( D)) L g 
L tot 

)
, (7) 

distances involved, this offset is relatively insignificant and can therefore be 
neglected in our analysis. 
5 There is also a possibility of chance alignment between a galaxy and the 
trigger. Ho we ver, the chance is extremely low, particularly due to the fact that 
the distance is also constrained, and thus this effect is likely to be negligible 
and therefore ignored in our analysis. 

Figure 3. The cumulative distribution of simulated triggers against the field 
in which the source is contained. 
where the sum is o v er all galaxies in the pixel, L g is the luminosity 
of the galaxy divided by the number of pixels it co v ers, N is 
a normalization factor such that ∑ 

p P gal ,p = C, and L tot is the 
total catalogued galaxy luminosity within the volume defined by 
the skymap and distance distribution. This means that ∑ 

g L g 
L tot is 

ef fecti vely the relative probability of the galaxies in a specific pixel 
compared to any other pixel’s galaxies. N and L tot are given by 
N = ∑ 

p P GW ,p C p 
∑ 

p (P GW ,p C p ∑ 
g (P( g | P p ( D )) L g 

L tot )) (8) 
and 
L tot = ∑ 

p 
∑ 

g P( g | P p ( D )) L g , (9) 
where P( g | P p ( D )) = ∫ P p ( D ) P g ( D )d D is the probability that a 
given galaxy g resides at an appropriate distance and P g ( D) is the 
probability distribution of g’s distance. Because 2MPZ does not 
include errors on its redshifts, we assumed these distributions to 
be Gaussians. For sources with photometric redshifts, the error was 
taken from equation ( 3 ) while for spectroscopic redshifts, the peculiar 
velocity was assumed to be the dominant source of error. Assuming 
a characteristic velocity of 500 km s −1 gives a σ of 500 /H 0 = 7 . 4 
Mpc (where H 0 = 70 km s −1 Mpc −1 has been assumed) to assign to 
the Gaussian. 

The convolution of the skymap and 2MPZ results in a new 
probability map. Following Paper I , this map can be divided into 
fields, containing a large number of pixels from the convolved map, 
that Swift would observe in probability order. We can then model 
Swift ’s progress o v er these fields to determine the time at which it will 
reach the field containing the trigger’s position, t reach . We simulate 
only to the 6000th field – if Swift has not yet reached the transient, 
it can safely be assumed it would not be disco v ered as this will be 
several days after the trigger and any transient fades very rapidly. In 
Fig. 3 , we plot the distribution of the field which contains the source 
finding that 33.2 per cent of triggers lie within the first 1000 fields 
while 50.5 per cent of triggers are reached within the full 6000 fields 
simulated. This is somewhat lower than expected as in theory we 
use the same parameters to order galaxies when both seeding and 
searching. Ho we ver, to ensure the skymaps are realistic relative to 
the positions of the LVK detectors, the seed galaxy is on roughly the 
same declination as the trigger in the original sky map. This means 
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nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/3/2857/7929152 by guest on 08 April 2025
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Yeah, but what have you seen?
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To date: two BNS triggers
GW 170817
GW 190425

A likely NS-BH
GW 230529
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GW 170817

12

A90 < 1 deg2.
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GW 170817
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A90 < 1 deg2.
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GW 170817
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).

4

The Astrophysical Journal Letters, 848:L12 (59pp), 2017 October 20 Abbott et al.

Abbott+++ 2017
ApJL, 848, L12 2017 Aug 18.15 2017 Aug 24.0

1’
10"

2017 Aug 18.15A B C

Evans+ 2017
Science, 358, 1565
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GW 190425
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A90 = 3,833 deg2.
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GW 230529
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Credit: Shanika Galaudage / Observatoire de la Côte d'Azurhttps://gwosc.org/eventapi/html/O4_Discovery_Papers/GW230529_181500/v1/
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GW 230529
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GW 230529
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A90 = 12,545 deg2.
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Back to 170817
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power-law spectral indices, count rates, absorbed 0.3–8 keV
fluxes, and 0.3–10 keV luminosities are listed in Table 1.

Our X-ray analysis confirms that the X-ray flux of GRB
170817A has brightened significantly, with an increase in
detection significance from 7.2s at 15.6 days to17.0s at 109.2
days post-burst. We detect a 0.5–8 keV source count rate of
14.7±1.3countss−1 at 109.2 days, a factor of ∼4 larger
than the previous detection at 15.6 days. This count rate at
109.2 days corresponds to an absorbed flux of F0.3 8 keV =-
15.8 10 15´ - erg s−1 cm−2 and an unabsorbed luminosity of
L 4.3 100.3 10 keV

39= ´- ergs−1.
The extracted X-ray spectrum of GRB 170817A at 109.2 days

is shown in Figure 2, along with our previous spectrum at 15.6
days from Haggard et al. (2017) for comparison. The spectrum is
well described by an absorbed power-law model with

0.922c =n . We note a possible excess at energies near
1.5–2.0 keV, which could be due to line emission from Si or
S, characteristic of supernova remnants observed with Chandra.
We test for additional model components by adding Gaussians at

various line centers to the absorbed power-law model. Though
adding a line component, e.g., at E 1.8 keV= , can lower the
reduced 2c to 0.49 and remove the excess around 2keV, the
Gaussian does not dominate the spectrum. The spectral index is
also reduced, but its larger uncertainty ( 1.45 0.36

0.45G = -
+ ) places the

value within the error interval of the power-law-only fit. Hence,
inclusion of an emission line is not yet statistically supported by
the Chandra data. If GRB 170817A continues to brighten we
may be able to better quantify this tantalizing line emission. We
also note that a simple absorbed thermal model (blackbody,
kT 0.63 0.09=  ) can be fit to the spectrum with a similar
reduced 2c . However, none of the current models for the late-
time X-ray emission predict a thermal spectrum, and the physical
process that links the brightening radio and X-ray emission
would be unclear.
The flux and spectrum of the host galaxy NGC 4993 and

CXOU J130946 are consistent with our previous deep Chandra
observations. CXOU J130948 is known to be variable in X-ray,
and while our spectral analysis shows its spectrum is consistent
with those previously reported, the best-fit parameters are not

Figure 1. Left: Chandra0.5–8.0 keV X-ray image of GRB 170817A at 15.6 days post-burst, in a 93.4ks observation from Haggard et al. (2017). X-ray emission
from GRB 170817A is clearly detected, along with the host galaxy NGC4993 and two other sources in the field. Chandra observations beyond this observations were
Sun-constrained until early 2017 December. Middle: a subsequent 98.8ks Chandra image at ∼109.2 days post-burst, immediately after Sun constraints were lifted.
The X-ray emission from GRB 170817A is still detected and has brightened. Right: a difference image in which the 15.6 day image is subtracted from the 109.2 day
image, scaled by their respective exposures. GRB 170817A is clearly brightening, as indicated by its excess emission (white), while the emission deficit (black) from
the variable source CXOUJ130948 indicates its decrease in flux. All images are shown on a linear scale, smoothed with a 2-pixel Gaussian kernel.

Table 1
X-Ray Source Properties at 15.6 Days and 109.2 Days Post-burst

Source Days Count Rate Power Law Flux Luminositya,b 2c /dof
ID Post-burst (0.5–10 keV) Index (0.3–8 keV) (0.3–10 keV)

(10−4 cts s−1) Γ (10 14- erg s−1 cm−2) (1038 erg s−1)

GRB 170817A 15.6 3.5±0.7 2.4 0.8
0.8

-
+ 0.36 0.07

0.1
-
+ 10.4 1.6

2.0
-
+ 3.15/5

109.2 14.7±1.3 1.62 0.26
0.27

-
+ 1.58 0.13

0.14
-
+ 42.5 3.5

3.7
-
+ 11.9/13

CXOU J130948 15.6 2.5±0.6 1.3 0.8
0.8

-
+ 0.4 0.09

0.1
-
+ 10.8 2.4

4.4
-
+ 1.77/3

109.2 1.2±0.4 2.4±1.7 0.2 0.1
0.3

-
+ 6.5 4.7

9.9
-
+ 0.26/2

CXOU J130946 15.6 3.3±0.7 0.4 0.8
0.2- -

+ 1.1 0.1
0.1

-
+ 38.8 9.8

4.0
-
+ 3.68/5

109.2 2.5±0.7 0.4±0.9 0.5 0.3
0.5

-
+ 17.5 10.3

11.9
-
+ 2.41/3

NGC 4993 15.6 11.0±1.2 1.5±0.4 1.3±0.2 34.8 3.6
3.2

-
+ 12.73/11

109.2 12.3±1.2 1.4 0.3
0.4

-
+ 1.4 0.2

0.3
-
+ 38.9 5.4

5.8
-
+ 13.09/11

Notes. All reported errors represent 90% confidence intervals. The neutral hydrogen absorption was frozen to NH=7.5 1020´ cm−2 for all spectral fits, based on
NGC 4993ʼs A 0.338V = (Schlafly & Finkbeiner 2011).
a A luminosity distance of 42.5Mpc was assumed for all sources.
b The luminosities at 15.6 days listed here are larger than reported in Haggard et al. (2017) by a factor of 4, due to a previous calculation error.

3

The Astrophysical Journal Letters, 853:L4 (6pp), 2018 January 20 Ruan et al.

Ruan… PE+ (2018)
ApJL, 853, L14

See also Troja+ (2017)
Nature, 554, 71
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Chandra image (smoothed).
XRT = 2.357”/pix

Top: XRT data (smooth/orig) 
Bottom: Chandra image convolved with XRT PSF.
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Can we do better? NITRATES
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NITRATES sky localization maps
IN/OUT FOV OUT FOV

Lowering the 
GRB flux

Real position
90 % credible region

12

DeLaunay, S.R. + (in prep.) Slide courtesy 
Samuele Ronchini
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GW 241125 - BBH

A90 =  2,153 deg2.
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Can we do better? NITRATES
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GW 241125 - BBH

A90 =  2,153 deg2.

NITRATES:
11 s post-merger
Subthreshold
R84 =  5’ (!)
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constraints on the typical luminosity of the jet. As expected
from theoretical simulations and confirmed by observations, the
jets of GRBs have an angular structure that can deviate from
the top-hat approximation (Rossi et al. 2002; Granot &
Kumar 2003; Abbott et al. 2017; Lamb & Kobayashi 2017;
Troja et al. 2017, 2018, 2019; Ghirlanda et al. 2019; Ryan et al.
2020; Salafia & Ghirlanda 2022). In general, the jet structure
can be described by a core with opening angle θc, where the
energy radiated per unit solid angle E(θv) is approximately
constant, and an off-core region, where the radiated energy
drops off rapidly as a function of the inclination angle. Here we
construct a simple toy model to describe the analytical form of
the apparent structure of the jet luminosity, namely, as
measured by an observer located at an inclination angle θv
from the jet axis. Formally, the apparent structure of luminosity
L(θv) does not necessarily follow the same profile of E(θv) (see
the Appendix for further details). We parameterize the apparent
structure of the jet luminosity as

q q=L L l , 9v v0( ) ( ) ( )
where L0= L(θ= 0), while

⎧⎨⎩q
q q

q q q
=

~ <
>

l
f

1,
,

. 10v
c

v c
( ) ( ) ( )

In the following, we focus on five possible profiles of the jet
structure.

1. Top-hat:

⎧⎨⎩q
q q
q q

=
<
>

l
1,
0,

. 11v
c

c
( ) ( )

2. Gaussian:

⎡⎣⎢ ⎤⎦⎥q
q
q

= -l exp
2

. 12v
v

c

2

2
( ) ( )

3. Power law:

q =
+ q

q

l
1

1
. 13v s

v

c
( )( ) ( )

4. Two components:

⎧⎨⎩q
q q
q q

=
<
>

l
L L
1,

,
. 14v

c

coff 0
( ) ( )

This structure consists of a top-hat plus an isotropic
component outside the jet core.

5. Isotropic:

q =l 1. 15v( ) ( )
For completeness, we also explore the possibility that this
GW merger did not produce a jetted GRB-like emission
but rather a more isotropic component whose nature
could be associated with the precursor emission and/or
the extended emission typically observed in merger-

Figure 1. Upper left panel: joint Swift-BAT+Fermi-GBM flux upper limit sky map in the 15–350 keV band. The upper limits are relative to a timescale of 1 s,
computed at 5σ confidence level. For the individual contributions from the two telescopes, see Figure 11. Upper right panel: joint Swift-BAT+Fermi-GBM sky map
of the bolometric luminosity upper limit. The luminosity is computed in the rest-frame energy range 1 keV–10 MeV. In both upper panels, the solid and dashed lines
are the GW localization contours at 90% and 50% credibility, respectively. Lower panel: weighted distribution of the luminosity upper limit, where the weight is given
by the GW probability density of the single pixel. The vertical dashed line represents the weighted average over the sky of the luminosity upper limit.

5

The Astrophysical Journal Letters, 970:L20 (14pp), 2024 July 20 Ronchini et al.

Ronchini+ (2024)
ApJL, 970, L20

A NS-BH merger (probably).
M1 ~ 3.6 M⊙

M2 ~ 1.4 M⊙

Fermi-GBM and Swift-BAT covered 
the whole sky!
No GRB at >1048 erg/s.
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Panning for gold with Swift 2865 

MNRAS 536, 2857–2872 (2025) 

Figure 6. Results from our simulations, the cumulative fraction of simulated triggers against total counts. The title of each panel refers to the exposure time for 
each observation i.e. t exp . Note the scale on the x -axis goes from large to small. 

Figure 7. The cumulative fraction of the 3688 simulated triggers where Swift 
reaches the correct field against t reach for the first 72 h following the trigger 
for each exposure time. 

Figure 8. The cumulative fraction of individual slews against their length. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/3/2857/7929152 by U
niversity of Leicester user on 04 April 2025

Simulations show that the UV KN is 
best counterpart for Swift.
Exploring optimal exposure time 
(sensitivity vs arrival time).

Eyles-Ferris, PE+ (2025)
MNRAS, 536, 2857
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GW trigger

BAT triggers 
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XRT-UVOT 
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BAT position

No BAT onboard 
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Slide courtesy 
Samuele Ronchini
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The future — SVOM and EP
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M4OPT: Multi-Mission Multi-Messenger Observation Planning Toolkit
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Mixed integer linear programming 
scheduler for targets of opportunity
Deeply integrated with the Astropy 
ecosystem
Vector-accelerated synthetic 
photometry for larger parameter 
sweeps than are practical with 
synphot
Observing constraint modeling 
framework inspired by astroplan
Free and open source

https://github.com/m4opt/m4opt

https://github.com/m4opt/m4opt
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GW follow up is hard!
but worth it!

A lot of theory… very little data.
This is a good era to work in the field.

Swift
SVOM
Einstein Probe
(UVEX)
Kagra
LIGO-India?

… we just need some blasted BNS mergers!


